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The inverse problem

cause effect

simulation

inference

7



Inverse Problems & Bayesian Statistics

We are given noisy and incomplete measurements

 

and a model

The goal is to obtain an estimate        of 
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Inverse Problems & Bayesian Statistics

Formulate a likelihood  to describe the measurements

a prior  to capture assumptions on 

and use these to construct the posterior
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Inverse Problems & Bayesian Statistics

One often computes a MAP estimate

and sometimes characterizes local uncertainty by inspecting the 

“Fisher information matrix”
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Inverse Problems & Bayesian Statistics

The posterior is the answer to the inverse problem, capturing all prior 

assumptions and allowing us to give a probabilistic answer. 

Both modelling and sampling are challenge tasks and generative 

models have shown to be a promising tool for both
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A generative model for 
simulation and inference
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The basic idea

• If we learn the joint probability                 , we can use it for 
simulation and inference by conditioning either variable

• By taking system-specific parameters in to account we can make 
the approach more generic

• Once trained, simulation and inference have similar computational 
cost, and the model can be used to give probabilistic answers
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Implementation using NFs

Represent the sought distribution as

where       is obtained by solving

which requires access to paired samples 

15See e.g., Marzouk, 2017



Implementation using NFs

It suffices to consider triangular maps

or

16See e.g., Marzouk, 2017



Implementation using NFs

Having trained a lower and upper triangular map, we can approximate 
the likelihood and prior as

and sample from them as

17See e.g, Radev et. al. 2022, 2023



Implementation using NFs

We can combine these two maps into an invertible mapping

with
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A reversible simulator

• This mapping constitutes a data-driven reversible simulator, which 
can be used for stochastic simulation and inference

• We can include additional parameters (e.g., noise level, sampling)

• Knowledge about the physics can be included in the architecture

19See e.g., Adler & Öktem 2018, Fluri et. al. 2021, Orozco et. al. 2022  



A reversible simulator

This mapping achieves

so it is tempting to train it directly by solving e.g.

but this has trivial ‘block diagonal’ solutions
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Some examples
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Toy example

7Speaker name

Consider a linear inverse problem with zero-mean Gaussian prior and 
Likelihood

The corresponding reversible simulator is represented by



Toy example
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Conditioning of the reversible simulator with



Computed tomography

7Speaker name

• Goal is to infer an image      from a sinogram

• The measurements include Poisson noise

• Use affine normalizing flows to represent                        where 
models either noise level or angles 



Computed tomography I
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Computed tomography I

Simulation

26



Computed tomography I

Inference
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Computed tomography II

Include forward operator into architecture
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Computed tomography II

Sequentially select angles                                    to minimize 
reconstruction error 
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Computed tomography III

We can also use flow matching as generative model

30See e.g., Wang 2024



Classification

Can also be used for generation / classification with the same model
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Classification

Generation (conditional mean)

32



Classification

Classification (conditional mean)
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Wrap-up
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Wrap-up

• We can combine generative models for simulation and inference 
into a single generative model that samples from the underlying 
conditional distributions

• First results are promising, also for experimental design

• The approach still has many challenges, including training     
directly based on samples from the joint distribution

• (Don`t underestimate the power of linear models)
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